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Categorization by Reference is a novel text
classification technique that examines the existing
classifications of the citations found in an as-yet
unclassified text to determine what terms should
be assigned to that text. The existence of the
Medical Subject Headings and MEDLINE make
the biomedical domain a prime candidate for ap-
plication of this technique. We describe our ap-
proach and implementation of a prototype, pre-
senting some results of our initial tests. We fur-
ther discuss refinements that could improve the
precision of the technique, and describe its possi-
ble use in categorizing portions of the World- Wide
Web.

INTRODUCTION
In biomedicine, as in any scientific domain, pub-
lished results are the backbone of further research.
Naturally, efficient storage and retrieval of their
content is of great interest to academics and clin-
icians. The National Library of Medicine (NLM)
employs many full-time domain experts who ex-
amine most new academic publications in the field
of biomedicine, manually assigning Medical Sub-
ject Headings (MeSH terms) to each. Optimizing
the time of these experts is essential, given the
immense volume of new research being generated
and the increasing necessity of timely access to the
latest research.
Automation of the tasks of indexing and search
is becoming vital to the effort of keeping abreast
of current research. As larger fractions of the re-
search corpus become available electronically, new
techniques for automating the text categorization
process become feasible. Furthermore, although
human expertise is ultimately essential to the task
of MeSH indexing, distinguished experts in in-
formation storage and retrieval assert that hu-
man effort alone may not give the best results [1].
Evidence suggests that automated categorization
techniques now rival the work of human experts,
and can at least provide valuable expert assistance
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to human indexers [2].
We are developing a new technique for automatic
categorization of text based on the citations of
related work made by the text itself. To assign
keywords to a target document, we analyze the
keywords that have previously been assigned to
documents that are cited in the target document.
The new method, called Categorization by Refer-
ence, is generally applicable in all fields of intel-
lectual endeavor, but thanks to the efforts of the
NLM and the American Medical Informatics As-
sociation (AMIA), the field of medical informat-
ics is rife with opportunities for research in auto-
mated text categorization. Consequently, our ex-
periments with Categorization by Reference take
advantage of the MeSH terms assigned in MED-
LINE.
This paper describes Categorization by Reference
and presents preliminary experimental results ob-
tained using the method. First, we define the
problem more precisely as a question of identify-
ing semantic locality within the research corpus.
Second, we describe our method and present some
results obtained by selecting an arbitrary set of ci-
tations from the proceedings of the 1993 Sympo-
sium on Computer Applications in Medical Care
(SCAMC) [3]. We then examine issues raised by
use of the method, discussing limitations and pos-
sible enhancements. Our conclusion describes our
belief in the increasing feasibility of the method in
the future.

SEMANTIC LOCALITY
Grouping objects by semantic locality (that is,
categorizing or differentiating them) is a funda-
mental intellectual activity addressed by the in-
dexing structure of the Unified Medical Language
System (UMLS) Metathesaurus [4]. Categoriza-
tion by Reference is a method of extracting knowl-
edge about conceptual locality (synonymy, lexi-
cal variance, and foreign-language equivalence).
It can be extended to deal with contextual lo-
cality (relationship within contexts such as the
MeSH hierarchy) and occurrence locality (the co-
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occurrence of MeSH terms in MEDLINE citations)
as well.
"One judges a person by the company he keeps."
Categorization by Reference, in analogy with this
adage, judges a research paper by the references
it cites in its bibliography (the paper's reference
set). This idea establishes a new measure of con-
ceptual semantic locality that we call subject in-
tensiveness:

The predominant topics of a scholarly
work are likely to be the same as those
of the papers in the work's reference
set.

For example, by perusing the reference set for
this paper, one can glean from the references to
Salton [1], Yang [2], and Schwartz [5] that we
discuss methods for information storage and re-
trieval, the general subject of all those works.
The text in a research paper is normally devoted
to a central concept. The idea grows in depth
rather than in breadth. The research normally
concentrates on extending from a small domain.
The reference set will also deal in the immediate
proximity of the central concept, because an au-
thor will generally not refer to papers grossly un-
related to the work at hand. The subject inten-
siveness assumption suggests that looking at the
reference set allows one to infer the topic of the
citing document.
We exploit the semantic locality of subject inten-
siveness by computing a set of MeSH terms de-
rived from the papers in the reference set. Since
the reference set of a new paper in biomedicine
must necessarily precede it temporally, the papers
in the reference set will typically already have been
assigned MeSH terms, which are retrievable auto-
matically from MEDLINE.
Categorization by Reference is a departure from
previous work, because we avoid content analysis,
so the method is domain independent. The learn-
ing in Categorization by Reference is implicit in
the use of previously assigned MeSH terms. Early
methods of mapping from natural language vo-
cabulary to subject categories have typically em-
ployed syntactic approaches alone [6]. Current
work deals with this problem by adding semantic
criteria to classification technique. Most solutions
use some sort of knowledge-based system [7, 8].
Knowledge-based approaches suffer from the dif-
ficulty of developing machine learning, and also
tend to be domain dependent.
Classifying a paper based on its reference set may
provide insights that semantic analysis of the text
might obscure. For instance, many papers in med-
ical informatics employ the vocabulary of medicine
in order to provide concrete examples. For ex-
ample, a previous publication of ours uses sev-
eral terms from the field of gynecology. The title
and topic of the paper is, in fact, "Modeling Past,
Current, and Future Time in Medical Databases."

The medical vocabulary used in that paper is rel-
evant to the topic of the paper only for illustrative
purposes. This is reflected in that fact that the
paper contains no references to research in gyne-
cology (we do not include the citation of that pa-
per in this one because it is mentioned here only
as an illustration, and bears no other relevance).

CATEGORIZATION BY
REFERENCE

In an abstract sense, we can view the collection of
documents represented by a set of research papers
as a hypertext that has not been computerized.
We might think of each reference to another paper
as a hypertext link; when a citation is encountered
while reading a physical paper copy of the work,
the effect of "pressing the mouse button" to acti-
vate the link is accomplished by going to the card
catalog, library serials locator list, and thence to
the library's stacks in search of the cited article.
With this abstraction in mind, we find an analogy
to clustering methods used to group the points
in the characteristic feature space (the "nearest
neighbors" technique is commonly used for clus-
tering in pattern recognition [9]). Botafogo has
used clustering to improve data display, browsing,
and retrieval in hypertext [10].
Algorithm
To assign indexing terms to a given target arti-
cle, we collect the papers in its reference set, and
retrieve all the indexing terms assigned to each of
these papers, yielding the term candidate set (note
that a single term may appear more than once in
the term candidate set, once for each member of
the reference set in which it appears). We then
analyze the terms in the term candidate set using
a parameterized term-assignment function to as-
sign scores to each term in the term candidate set.
Once the scores have been assigned, those terms
scoring highest are assigned as terms to the target
article.
The term-assignment function scores individual
terms according to several criteria. The primary
scoring criterion is frequency of occurrence. A sec-
ondary criterion is the time difference between the
target article and the reference. In addition, if the
knowledgebase that provides the indexing terms
differentiates in weight among the terms it returns,
then that is also incorporated into the term assign-
ment function. In this experiment, we distinguish
between major terms and minor terms as assigned
by MEDLINE. Term assignment is governed by
the following parameters:

* Major-Term Acceptance Threshold, K (O <
K < 1), is the cut-off value above which the
term under consideration should be assigned
to the target article as a major MeSH term.

* Minor-Term Acceptance Threshold, k (0 <
k < K), is the minimum value at which a
term qualifies as a minor term for the tar-
get article. Changing the minor term scoring
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factor changes the relative relevance between
major and minor terms. Alteration of the
acceptance thresholds affects the recall and
precision of retrieval on citations indexed us-
ing the algorithm; higher values of K and k
increase precision.

* Age Weighting Factor, w (O < w < 1), is
the relevance decay factor for a term based
on the age of the citation from which it was
retrieved. A value of 1 ignores the effect of
age, while a value of 0 ignores any but the
most recent articles.

* Minor--Term Weight Factor, m (O < m < 1),
is the relative importance to be assigned to
MeSH terms declared "minor" as compared
with those that have been declared "major"
for a given reference. A value of 1 equates
minor and major terms, while a value of 0
ignores minor terms altogether.

* Normalized Frequency, .F(t, y) = N, where
n is the number of times a tuple of the form
(t = term, y = year) appears in the reference
set of the article, and N is the total number
of references in the reference set. Frequency
is normalized to overcome the variations in
number of documents cited from one target
article to another.

The resulting threshold, age factor, weight factor,
and normalized frequency are converted to a score
S(t) for each term t in the term candidate set using
the following function:

S(t = Ey=1 (F(t, y) + f(t, y) * m) * W(Yn-y)
where F(t,y) is the normalized frequency of use of
t as a major term during year y, f(t, y) is the nor-
malized frequency of use of t as minor term during
year y, m is the minor term weighting factor, and
W(Y, - y) is the age weighting function. In our
experiments, we let W(age) wage reflect expo-
nential decay of relevance.
When all term candidates have been scored, those
scoring more than k are assigned as terms of the
target. Terms with scores greater than K are
major terms and rest minor terms.

EXPERIMENTAL METHOD
Articles in Medical journals are the ideal candi-
dates for this experiment, since reviewers assign
MeSH terms to each document entered in MED-
LINE. For our experiment, we selected an arbi-
trary set of citations from the proceedings of the
1993 SCAMC, which had already been indexed in
MEDLINE. This allowed us to compare our com-
puted results with those terms actually assigned.
The testing process comprised four phases: input
(scanning), parsing, retrieval of parsed citations,
and application of the algorithm.
Scanning. A set of documents called the initial
set was selected from the SCAMC proceedings and

scanned. This scanned output was human edited
for any scanning errors.

Parsing. The initial set was parsed to produce
the required format for MEDLINE input. Since
there is little adherence to standard in the cita-
tion of references in technical papers, our parser
uses the following set of heuristics, which accom-
modated roughly 95% of the references we encoun-
tered.

* The format of a reference can be either title
first or name first.

* The authors' names can occur either initial
first or name first.

* The first blank space not followed by a de-
limiter in the citation text is assumed to be
the beginning of the title.

Citation Retrieval. To get the indices of the
cited documents we queried a local copy of MED-
LINE using the title and authors parsed from the
reference set of each citation, retrieving only the
MeSH terms assigned to each member of the refer-
ence set. These MeSH terms were grouped in the
term candidates file.
The term candidates were then processed to assign
weights. Varying the thresholds for these term
weights, affected the selection of suitable terms to
be used as the indices for the citing document.

Results
We evaluated the results of our experiment by
comparing MeSH terms assigned by our algorithm
with the MeSH terms assigned by human experts
(as retrieved through MEDLINE). In our experi-
ments, we varied the values of K, k, m, and w.
Here we describe the effect of aging on compre-
hensiveness of term assignment.
In the experimental runs of Table 1, we fixed
the values of K, k, and m, and allowed w to
range between 0 (only the most recent references),
0.98 (small decay factor), and 1 (no decay fac-
tor). We categorized our experimental input into
three classes (I1, '2, and 13) based on the num-
ber of citations in sample papers. Papers in class
I, have few references, in class 12 have a mod-
erate number of references, and in class I3 have
many references. The two sides of the table reflect
the degree to which the algorithm duplicated the
work of human MeSH indexers, expressed as per-
centages. The columns labelled "recall" indicate
the fraction of human-assigned terms found in the
computed set. The "precision" columns indicate
the fraction of computed terms that matched the
human-assigned term set. A value of K = 0.1 ap-
pears to extract essentially all major MeSH-terms
(labeled "Major") and a small fraction of minor
MeSH-terms (labeled "minor") at the expense of
low discrimination. The low overall percentages
for minor MeSH-terms could be explained by the
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.1 "Recall" "Precision"
Input w=0 w=O. 98 w=l w=O w=O. 98 w=l

Major l minor Major lminor Major minor Major Major Major
Ii 100 0 100 l 100 no 100 13 21 2572 : 610100 T 100 1 14 22 22
I3 28 nu 50 - 2 T 50 56 950 3 w16

Table 1: Percent correlation of computed terms with assigned terms (K = 0.1, k = 0.05, m = 0.5).

fact that many minor terms (relating to sponsor-
ing agencies and the like) are irrelevant to seman-
tic locality. The age decay factor is signficant, es-
pecially among papers with a large number of ref-
erences. Clearly, older references are essential to
categorization by reference, but "precision" may
be improved by decreasing the importance given
to older citations.
We also noticed that for papers having few refer-
ences, our results were closer to assignments made
by human experts. This we attribute to our con-
jecture that, in general, if an author cites only a
few references, they tend to be more subject in-
tensive; whereas, if an author cites a large number
of papers, these papers tend to be less related. It
may be appropriate to choose different values of
K for reference sets of different sizes. In our re-
finement section, we discuss a number of methods
that may substantially improve these results.

DISCUSSION
The technique of Categorization by Reference is
already practiced by thousands of users of internet
newsgroup readers in evaluating which "threads"
of discussion to follow. Because the subject lines
of articles posted to the newsgroups frequently cite
previous articles as references, users can choose to
ignore the current article and follow other more
interesting threads. Users of some news readers
have the ability to eliminate from consideration
every submission by a specified author: This is an
extreme form of Categorization by Reference.
A similar idea to Categorization by Reference
was pursued by Schwartz to characterize a group
of people with similar interests or expertise [5].
Samples of electronic mail were collected from
15 sites around the Western Hemisphere and the
"To/From" logs were analyzed in order to com-
pute the interest distance between individuals.
Our automated tool for Categorization by Refer-
ence relies on the ability to parse citations embed-
ded in the text of an article. This requires that
citations be provided in a consistent form. Fu-
ture authors' adherence to citation standards for
MEDLINE in the case of biomedical works and to
the Modern Language Association style guide for
other works will improve the utility of this work.
In the absence of standards, we have been forced
to use heuristics in parsing citations.
Minor MeSH terms are an overloaded concept,
used both for description of the article's environ-

ment (by means of terms such as "Support U S
Govt P H S") and for themes of minor importance
in the paper itself. For this reason, we are devel-
oping a stop-list of MeSH terms that should not
be assigned automatically no matter how highly
they may score.
Categorization by Reference is a descriptive sys-
tem only. The use of this system cannot expand
the vocabulary of the indexing system. Intelligent
intervention is still needed to determine when a
new category has been developed. However, we
conjecture that the inability of Categorization by
Reference to assign a definitive set of terms to an
article might indicate that the article introduces
a new subject area, for which a new index term
might be appropriate (this assumes that a low
scoring term assignment was not caused by inade-
quate citation of prior work on the part of the ar-
ticle's author, a judgment requiring intelligence).

Refinements
Numerous refinements of this method are possible.
We discuss a few here:
The term-assignment function requires a num-
ber of parameters. To permit experimentation
with different values, the system could provide im-
proved feedback that would help in choosing better
parameters. It may even be possible to automate
the parameter generation based on criteria such
as the average number of terms associated with
citations. The use of dynamic thresholds instead
of fixed values of K and k may provide improved
"precision" [13].
Our current implementation simply reads the
"References" section of the target article to find
citations for the reference set. This does not dis-
tinguish among citations based on where they were
footnoted in the text of an article. It may be
worthwhile to examine whether the location of a
reference has any bearing on the weighting that
its index terms should receive. We speculate that
references footnoted in the introduction are more
general, and perhaps less significant as indicators
of the subject of the target paper, than those cited
in the body of the article. Also, an article that
is mentioned more than once should probably be
weighted more heavily than one that is mentioned
only once. Bernstein examined the use of con-
textual information to affect the weight of terms
based on their location in a text [11].
Categorization by Reference uses only first-
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generation references; that is, MeSH terms derived
directly from the reference set. It may be inter-
esting to examine whether the use of more gener-
ations (the reference sets of the members of the
reference set) affects the quality of the categoriza-
tion. We hope to compare term-assignment that
uses only first-generation references with term-
assignment that includes second-generation refer-
ences also; we believe that, in general, these two
sets of MeSH terms will share most of their terms
(a large discrepancy might indicate the develop-
ment of a new topic in biomedicine).
Closely related terms like "Information Systems,"
"Clinical Information Systems," and "Hospital In-
formation Systems" are often assigned to differ-
ent articles in the reference set. Since it is gen-
erally inappropriate to assign more than one of
these terms, and also desirable to assign the most
specific applicable term, these relationships should
be resolved by making use of the MeSH hierarchy
to determine similarity, based on the distance of
terms from a common ancestor. Brute-force com-
parison of all terms for relationships would be pro-
hibitively expensive. We have not yet decided on
an appropriate solution.
Categorization by Reference can be combined with
other classification techniques such as Latent Se-
mantic Indexing (LSI) [12] or ExpNet [2]. This
technique is also applicable to analysis of doc-
uments published on the World-Wide Web; al-
though there is no formal attribute assignment for
Web pages as there is for MEDLINE, one can still
draw conclusions about pages based on interest,
for instance, creating a list of "interesting" pages
and classifying as "probably also interesting" any
page that refers to one or more of these "interest-
ing" pages. In conjunction with the Web-MeSH
Medibot, which seeks to assign MeSH terms to
Web pages using a term-mapping knowledgebase
extracted from MEDLINE [13], Categorization by
Reference could assist in identifying clusters of
pages related to a specific MeSH term or term set.

SUMMARY
Categorization by Reference is a simple but effec-
tive technique relying on the natural clustering of
a text with the articles its authors have declared
relevant by their citation of them.
Although the technique of categorization by refer-
ence is promising, it is not yet universally feasible,
even in the medical informatics corpus, because
of the difficulty of acquiring electronic versions of
research publications. This condition is changing
rapidly however: For instance, a requirement of
submission to the "MEDINFO'95" conference was
that the submission be accompanied by an elec-
tronic version of the text, so that the proceedings
of the conference could be made available on a
Compact Disk Read-Only Memory (CD-ROM).
We hope to use this CD-ROM to demonstrate the
utility of our method on a larger scale.
We believe that, with refinement, Categorization

by Reference will develop into a useful automated
aid for the important work of text categorization
in medical and other scientific literature.
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